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1 Introduction

1.1 Purpose

The document defines procedures used to prepare IBM 330 server, model 8640-ESS,
to a standardized production configuration before shipment to the location where it is
to be installed.

1.2 Scope

Use this information to prepare an IBM server-330 to a standardized production con-
figuration for later installation as any of the following:

1. Domain:
« Controller.
. Fax server.
2. Home loan center server.

3. Financial center server.

The first major use of the IBM 330 server is for American Savings Bank conversion
and rollout through 7 July 1997. See the infrastructure documentation for previous
server models used.

This preparation happens before shipment to the installation location. While it could
be performed on a small-scale basis at the Washington Mutual Information Services

Headquaters Building, Seattle, larger projects would be performed by and at another
firm under contract.

1.3 Process Owner
The owner of this process is:

David Barrett
Networkstation Design and Development at Washington Mutual

1.4 Process Summary

Either brand-new or recycled equipment could be used for servers. In either case,
there must be preparation to a production configuration that has been certified for
use on the Washington Mutual OS/2 client-server network.

©1997, IBM NDDP002, Rev. B page 1
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This standardized configuration includes specific settings or equipment for the follow-
ing:

1. Hard disk drives.
2. Memory.
3. Jumper placement.
4. Boards.
+ Fax board (optional).
« Token-ring™ (required).
5. System software.
6. System firmware.
7. System BIOS level.
8. RAID BIOS level.
9. EISA configuration.
10. RAID configuration.
11. CID installation of production software.

2 Process Management

2.1 Personnel Utilizing Process

Anyone performing the off-site preparation of a server uses this process. This in-
cludes IBM employees (or contract labor) and employees of companies contracting
with IBM to perform this work.

In addtition, Networkstation Design and Development runs three processes on the
server, no matter who performs the off-site preparation.

2.2 Roles and Responsibilities
1. Whoever performs the off-site preparation installs the following:

Peripheral devices.
Software and firmware.

page 2 NDDP002, Rev. B ©1997, IBM
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2. Networkstation Design and Development—after CID installation of software
(when off-site preparers informs NDD that server is ready), runs these proc-

esses:

« Resynch.

. Installbranch.

. NVDMCAT.
23 Relationships with Other Processes and Disciplines
2.3.1 Inputs

1. The ISSC Infrastructure Group at Washington Mutual places the equipment
orders, based upon requirements received from Washington Mutual.

2. Networkstation Design and Development at Washington Mutual tests and certi-
fies the equipment configuration used. This certification deals with specific net-
working equipment, host environment, and client equipment.

2.3.2 Concurrent Work

If and as necessary, the following could be taking place in conjuction with server
preparation:

1. Client workstation preparation. This could be performed by the same or differ-
ent people preparing the server. The Infrastructure Group coordinates.

2. On-site survey and preparation for the installation of the equipment. The Infra-

struture Group coordinates this work with Washington Mutual Facilities. The
actual work is most likely performed by contracting firms.

23.3 Outputs

The output from this process is a prepared server shipped to the proper location for
installation.

2.4 Process Effectiveness

The process effectiveness indication is the number of sucessful installations meeting
scheduled dates. ISSC provides no formal report to Washington Mutual

©1997, 1BM NDDP002, Rev. B page 3
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2.5 Key Resources for Process
251 Hardware
1. Server.

il

. Type—IBM 330 server, model 8640-ESS.

+ Processor—Intel Prentium™ Pro 200.

+ Operating System—IBM OS/2 version 3.0.

. BIOS update—version 29A (applied during preparation).

Monitor.
. IBM 6543-301 (G50).

Hard Disk.

. IBM, hot-swap, part 70G9862, 2.25 GB. Use three (domain controller or fax
server) or four (all other) identical drives.

Power Cables.
. Server—Piggy-back plug.
- Monitor—Non-piggy-back plug.

Mouse.
. IBM, part 92G7457.

Keyboard.
. IBM, either:
v part 52G9700.
v FRU part 756H9509, rev. CO1.

Token-ring™ (Network) Interface Card(s).
« Use either one NIC (domain controller, fax server) or three (all others).

2.5.2 Software

1.

System BIOS update.

RAID firmware update.

Token-ring™ interface card (TIC) firmware update.
Token-ring™ configuration.

EISA configuration.

RAID configuration.

page 4 NDDP002, Rev. B ©1997, IBM
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7. Hard disk preparation emergency disk.

8. CID installation disks.

253 Other Resources

1. Frame relay network.

2. CID server.
26 Controlling Documentation
2.6.1 Standards

Following all installation instructions included with peripheral equipment, as well as
the set-up instructions included with the IBM 330 server.

2.6.2 Policies

All changes to this procedure must go through the documented change management
process.

2.7 Related Documentation

Server configurations are described in schedule T and schedule N of the amended
contract between ISSC and Washington Mutual Bank.

The IBM 330 server is in addition to those described.
3 Process Description
3.1 Before Applying Power to Machine

Keep machine unplugged during these steps.

1. Install hard disk drives. Use the topmost bays.
Domain controller, fax server—Three 2.2 GB drives.
All others—Four 2.2 GB drives.

2. Install memory.
Domain controller, fax server—Add one 64 MB DIMM.
« All others—Add two 64 MB DIMM.

3. Install Token-ring™ (network) interface card. Start in slot 2 (counting from bot-
tom; the RAID controller goes into the bottom-most slot).
. Domain controller, fax server—one NIC.
. All others—three NICs.

©1997, IBM NDDP002, Rev. B page 5
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4. If required, install a GammaFax™ board.
« Use EISA-ISA slot 8 (counting from bottom, as on Figure 3-1).

A COm sctors | Internal SCSI Connector
' ? - Serial Connector
Keyboard Connector | Infrared Connector
s C:r use Connector— |/ Diskette Drive Connector
Controller .
Enable Jumper (J26) ]
SCS! Bus Termination | --5V Select Jumper (J33)
Jumper (JSQ} v 7 —Operator Panel Connector
External | L.
Connector (J29) Reserved
- EISA/ISA Slots
_Flash Enable
Jumper (J39)
—Speaker Connector
PCI Slots — :gmam ll:::at W27
; Power Connector
...ca T
Video Enable (J25) E'/ MWMr
Video Connector =1 System Management
h. : \ Enable Jumper (J49)
; ' ~ Power-On Password
: Jumper (J12)
Video RAM Sockets Processor Board Connector

Picture from PC 330 User’s Handbook, First Edition (Armonk, NY: International Business Machines
Corporaiton, 1996), page 337.

Figure 3-1. System Board Component Locations

page 6 NDDP002, Rev. B ©1997, IBM
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Default (Before) (5] -
Reposition (After) - [

Front of server =

Figure 3-2. Jumper J22 Reposition

5. Change jumpers.
« Remove brace.
« Remove power supply shield.
« Change jumper J22. (Figure 3-1)
v Locate jumper on system board.
v Move jumper block from default position (two pins covered towards
o front of server) to the two rear pins covered. See Figure 3-2.

Default (Before) - ®

Jumper

Reposition (After) @ -

Front of server =i

Figure 3-3. Jumper J26 and J38 Reposition

. Change jumpers J26 and J38. (Figure 3-1)
v Locate jumpers on system board.
v Move jumper block from default position (two pins covered towards
back of server) to the two forward pins. See Figure 3-3. This is the ex-
act opposite of how the jumpers changed in Figure 3-2.
- Replace power supply shield.
« Replace brace.

©1997, IBM NDDP002, Rev. B page7
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3.2 Server Firmware and Software

After completing section 3.1, plug server into appropriate electrical outlet.

1. Insert system BIOS upgrade disk (version 29A) into drive A.

2. Turn-on the machine.

V Press <esc> for “fast post.”
After the initial boot Figure 3-4 appears:

ost Startup kError(s)

The following error(s)
started:

Continue
Exit setup

were detected when the system was

164 Memory Size Error

Select one of the following:

[highlighted]

Figure 3-4. Post Start-up Error

page 8
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3. PIOBEY vicicisisonmenisonsssssisssosmssssissaiiisssin CRRLETD
Figure 3-5 appears.

Configuration Error
Configuration errors were detected.
Select one of the following:

Continue [highlighted]
Exit setup

Figure 3-5. Configuration Error

. PPOSET cusveorsssammsmsssmumesssesnesssmsesmssssyisens <enter>
Figure 3-6 appears.

Configuration/Setup Utility
System Summary [highlighted]
System Info

Devices

[other selections]

Figure 3-6. Configuration-Setup Utility

B PLeBB: . conusmmsisimmsmesiomisasieasammmiiniy <enter>
Figure 3-7 appears.

System Summary

Processor Pent Pro
Processor speed 200 MHz
Math coprocessor Internal
System memory 640
Extended memory [verify]

Verify the extended memory is either:

(1) 95 MB (domain controller, fax server) or

Figure 3-7. System Summary

©1997, 1IBM NDDP002, Rev. B page 9
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B PHOBE] i s Ao <esc>

7. Arrow down to “save settings.”

8. Press twotimien: ......unnmmiiiisi <enter>

9. Arrow down to “exit setup.”
10. Press two times: ......cccceeeereiernversiersnnennennnas <enter>
The server automatically continues with a reboot to perform section 3.3, following.
3.3 System BIOS Update

1. This section follows upon section 3.2 immediately with a reboot from the system
BIOS update disk (version 29A) started in that section.

[se]

. If the power-up post screen (first screen after power-up or warm-boot) has “Build
ID—RAET29AUS” at the lower left-hand corner:
+ Do not upgrade BIOS.
. Arrow down to “exit” when option is given.
r  PPRBE s R T <enter>
Remove the BIOS upgrade disk.
. Power-off server.
. Continue with section 3.4

3. Press: ..o <enter> (update POST/BIOS)
& PO o RS R <enter> (warning screen)
5. Press: .o <enter>
« If message “warning, system is same” appears (screen should also list BIOS
level as “29A7):

v Do not upgrade BIOS.
v Remove the BIOS upgrade disk.
v Power-off server.
v Continue with section 3.4
. If do not receive the “system is same” warning (BIOS level not “29A”):
v Wait for the upgrade to complete.

6. Press: ......cccconicncniinsiciinisissiseesennnnnne. <€nter> (information update done)
7. Arrow down to “exit.”

8. PIressi icciiniiismmemsernrtonmmmsaronssrssssnonsarsanyes SEIEBES

page 10 NDDP002, Rev. B ©1997, IBM
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9. Remove system BIOS update disk.

10. Power-off the server.

34 RAID BIOS Firmware Update

Do not confuse this step with the RAID configuration step, which happens later in
section 3.6, page 12.

1. Insert RAID BIOS upgrade disk.

2. Power-on the server.
\ Press <esc> for “fast post.”

3. Select “server RAID BIOS and firmware update.”

L L s L <enter>
v Wait for upgrade to complete.
There is an informational screen stating “Downloading firmware adapter(s) is
complete. Remove diskette from the default drive. Press CTL+ALT+DEL to re-
start the system.”

5. Remove RAID BIOS upgrade disk.

35 EISA and Token-Ring™ Configuration
1. Boot the server from the 330 EISA configuration disk.

2. ERBE: mmmnmianannnannmsemasnsss<ys (G0 you wang to confipure..)
V' This step takes a long time.

B PYeBB: ciicaivn i ik <enter> (EISA configuration utility)
\ This step takes a long time.

4. Verify the following at the configuration changes window:
. Addition of Token-ring™ card(s).
. Removal of embedded 10222000.
o T <enter>

5. At the steps in configuring your computer window:
Arrow to “step 2: add or remove boards.”
Preas:. .o i aniniimis e <ORtBES
. Verify all expected cards are in place.

©1997, IBM NDDP002, Rev. B page 11
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. Add GammaFax:

¥ Preliicoanamannimeisomssan <insert>

v BYesB . nisaanineainienas <enter> (“adv” screen)

v Press two times: .......cccocvvvvvrierennn. <enter>

v Arrow to “lISA7000.CFG GammaFax Board.”

v Preasiacunsmismiinsanadn <enter>

¥V OPress:..iiicccce i <enter> (add confirmation)
v Arrow down to slot 8.

B s L . <enter>

L 5 P B <£10>

v Arrow down to “step 5: save and exit.”

¥ PRBEB N nvnaivesmisseisassssssaaiatsiive <enter>

¢ PROBS: cuunaiiaisansisiiii <enter> (save the configuration and...)

\ Do not do anything—like press <enter>—to reboot the computer.

6. Verify the type of new TIC(s) installed.
. Older cards only have RJ45 ports.
v If so, replace the older TIC(s) with new TIC(s) before continuing.
. Newer cards have DB9 and RJ45 ports.
v If so, immediately continue with the remainder of this section.

7. Update Token-ring™ firmware:
. Insert the Token-ring™ firmware disk.
- Re-boot server.
Vv All PCI Token-ring™ adapters display.
o PPORES v Y <enter> (update all adapters)
o Pressi.coiiici s Y <enter> (code same level warning?)

8. Perform Token-ring™ configuration.
+ Remove the Token-Ring™ firmware disk.
. Insert the Token-ring™ configuration disk.
T <enter> (reboot window)
V Press <esc> for “fast post.”
v Wait 10 seconds. The program runs automatically.
V Screen message: “Setting up adpater one, please wait.”
vV Screen message: “Configuration complete.”
v Process repeats for a second and third adapter. If there is only one
TIC installed, ignore the expected errors for adapter two and
adapter three.
v If there are several errors, the last being “could not find flash update
for adapter,” verify installation of the correct NICs.

! Sceen says “Warning: update code is the same level as the current code. Do you
wish to continue (y/n)?” While “n” is the default, answer “y” to the prompt. This veri-
fies that all servers in the field has the same code level.

page 12 NDDPQ02, Rev. B ©1997, IEM
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9. Caution: this step contains a 10 second window to make a menu selection. Run
diagnostic on Token-ring™ card.
+ Reboot the server using the (same) Token-Ring™ configuration disk.

¥ Press:...ccccevrennecrsiennensneesssemienns <alt>-<ctrls>-<del>
« Select “IBM Token-Ring PCI Adapter Extended Diagnostics,” option 3, from
menu

v Caution: there is only a 10 second window to make the selection.
+ When “Diagnostics” warning message displays, press the space bar.
Vv After program initialization, a screen should show all three in-
stalled Token-ring™ cards and their addresses.
» Verify the connection of all three cards to the network from the monitor

display.
» Perform “on-ring” test on the first card.
v Select (single-left click): .............. First Token-Ring Card
v Select (single-left click):............... On-Ring Test (if not highlighted)
¥ OPress:..ciiiiiiiice e <enter>

The card gradually changes to “green” as it is tested. A sucessful test dis-
plays “finished testing” and “adapter OK.”
v If there is an error, go to “on error,” below in step 9.
v If there is not an error, continue by checking the second card.
« Perform “on-ring” test on the second card.

v Select (single-left click): .............. Second Token-Ring Card
v Select (single-left click):.............. On-Ring Test  (if not highlighted)
V. OPress: ..o <enter>

The card gradually changes to “green” as it is tested. A sucessful test dis-
plays “finished testing” and “adapter OK.”
v If there is an error, go to “on error,” below in step 9.
v If there is not an error, continue by checking the third card.
. Perform “on-ring” test on the third card.

v Select (single-left click):.............. Third Token-Ring Card
v Select (single-left click):...............On-Ring Test (if not highlighted)
¥ PROBE et fvvisssissviais <enter>

The card gradually changes to “green” as it is tested. A sucessful test dis-
plays “finished testing” and “adapter OK.”

v If there is an error, go to “on error,” below.

v If there is not an error, exit the extended diagnostics program and con-

« On error, perform these steps (do not perform if there is not an error):

v Note the address given on the monitor.
Note the address of the adapter on the sticker affixed to the backplane.
If these addresses match, the correct Token-ring™ card was located.
Replace the card.
Configure card, starting again from from step 8.

<1 494 49 4

10. Remove the Token-ring™ configuration disk.

©1997, IBM NDDP00Z, Rev. B page 13
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3.6 RAID Configuration
This is not the same as the RAID BIOS upgrade.

1. Insert the RAID configuration disk (the yellow disk).

v In case of drive failure, the RAID configuration disk is critical to
recover data.

N To help prevent critical data loss and lessen the chance for confu-
sion with an emergency boot disk, it is important to save this con-
figuration on the yellow RAID configuration disk, and keep that
disk with the server.

2. Re-boot the server.
3. Delete current RAID array.

+ Select the current RAID array.
Arrow to “step 4: create/delete/copy log drive.”

o PREBR  vermmumenana L <enter>
+ Arrow to “2. delete disk array.”

PreSS i <enter>
v PPEERY. cunvsnsnssiiniomiviian st <del>

Arrow to “2. yes.”

S o T I <enter>

4. Continue with the instructions for the appropriate type of server.

+ Domain controllers, fax servers: ........ Section 3.6.1, page 14.
All other servers:.......ccccovvvveeervveeeniinnns Section 3.6.2, page 17.
3.6.1 Domain Controller, Fax Server

These instructions are only for domain controllers and fax servers. For all other
types of servers, see section 3.6.2, page 17.

When finished there should be four logical drives of the sizes and type specified in
Table 3-1.

Table 3-1.—Logical Drives, Domain Controllers and Fax Servers

ArrayID  Array Logical Size RAID

Size Drive version
A 6450 MB A0 750 MB  RAID-5
Al 3250 MB RAID-5
A2 100 MB RAID-5
A3 200 MB RAID-5

page 14 NDDP002, Rev. B ©1997, IBM
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1. Create RAID Array.

ATTOW L0! oo 3. Create disk array
) 20 L1 SO <enter>
Press “enter” for each of the four drives.

Y The drives respond “ONL-A” when finished.

2. Define Logical Drives—Define the four logical drives to array A using “RAID-5"
and the size specified in Table 3-1.

5 O TR ucsvsnsosmmmsrnsasirsossssmmansmsisssarioss 4. Define logical drive
v PPOBE s sisvinsssvn s s SR <enter>
+ Confirm “A 6450” array: .......ccooevrrveens <enter>
o ATTOW t0: .o 1. RAID-5
o Pressiiiisss ... <€nters
» Change logical partition to “750.”
s s <enter>
. Verify change to “750.”
v ATTOW 10! i 2. Yes
v Pressi s <enter>
+ Arrow to (stay on): .....ccccececiininicninnins 4. Define logical drive
o PPOBB o s AR <enter>
« Confirm “A 6450” array: ..........ccccevveeee <enter>
o ATTOW 10! uiiiciiiciiiee e err e 1. RAID-5
o PYOBB:.....ccoressranvissonsmssnnisssussssssunsssreasonnys <enter>
+ Change logical partition to “3250.”
e <enter>
. Verify change to “3250.”
¥ ATTOW 10: oivrerevreseesnessnesseessnenren 2. YES
¥ PPERY ssnssmvisissiiassrshsevimies <enter>
« Arrow to (stay on); . uaasssiasiis 4. Define logical drive
T o | o o <enter>
« Confirm “A 6450” array: .........cocouvveennn <enter>
o APTOW B0V immiasmvamsissrvssosiierimm i 1. RAID-5
v PR s i o A e B A <enter>
« Change logical partition to “100.”
5 PR RE L L et <enter>
. Verify change to “100.”
¥ ATHOW 02 svussininsssamsorssssssnasssssasassos 2. Yes
F'  PEOEBE G o aovsmis v v e b i <enter>
+ Arrow to (stay on): ....ccccceeeeeiiririicennnnnns 4. Define logical drive
o PO s s <enter>
. Confirm “A 6450” array: ........c.ccceevvnnen <enter>
o JAPEOW BB nrmnssisasmsronsosiss 1o AAIDD
v PEBBE Luimaiiiiii i i s iasiaiaai <enter>
. Change logical partition to “200,” if not already that number.
o PreSSi..ccciiiiiniininseesernesesersrsneesssrseses <enter>
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Verify setting of (change to) to “200.”
Y s 2. Yes
v Press:.. censenees <€Nters>
v The screen dlsp]ays the gwen information for each logical drive in

Table 3-1, plus the date created (current date), the current system
date, and status (OK).

b ATPOR 0L, csanismiisiimainsusmisdisssisaiam 8. Exit (exit to main menu)
«  PPOBBLucosesamoriisevissoivasismidioisbeiaiits <enter>

3. Initialize Logical Drives.

o ATTOW 10! 1oiiiieicieeeee e 5. Initialize/sync logical drive

o Pressic s <enter>

& ATTOW B0% namunassimanmmessiidi 2. Initialize logical drive

T <enter>

« Use arrow keys to highlight drive A0

o Pressi..ccciiiiciiiiiecece s <space bar> (select A0)

« Use arrow keys to highlight drive A1

R o L <space bar> (select Al)

. Use arrow keys to highlight drive A2

o Pressi.ccc <space bar> (select A2)

- Use arrow keys to highlight drive A3

o  PRBEEL. i e i e <space bar> (select A3)
v All four logical drives should be highlighted.

o Pressi..iiii s <enter>

« Confirm values:.......cccoveeercnrcrercrnenne YES

v Wait about 20 minutes for all drives to initialize.
v The screen shows the information from Table 3-1, page 14, adding
the “percent intialized” as 100% for all logical drives.
T S T LT <enter>

4. Synchromze Logical Drives.

25 o1 b 7 o ORI 3. Sync logical drive

PRBAS v nasssissessisssisassbiveni i <enter>
. Use arrow keys to highlight drive A0
b PP BB s rnsisssenssssassssssssssasassssnsernrsssaest <space bar> (select AQ)
» Use arrow keys to highlight drive Al
b PEOHE  commmreram s G <space bar> (select Al)
. Use arrow keys to highlight drive A2
R - <space bar> (select Az}
- Use arrow keys to highlight drive A3.
. Press:.. . ..<space bar> (select A3)

J All four log‘xcal drivesahiould be highlighted.

PEERR s s iR ra e e e

Select .................................................. YES
. Press:.. veereree..<ENter>

\J' Walt for synchromzatmn of all drives (less than 15 minutes).
v The screen shows the information from Table 3-1, page 14, adding
the “percent synchronized” as 100% for all logical drives.
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o APFOW B0%cvninininniniviiississsisse 4. Exit
o PROBBcinnnnninn i T e <enter>

5. Backup RAID Configuration.

ATLOW B0 cosisisssmnssssmsssnnssinsionsatssesnisnsion 7. Advanced functions

Preass ..cunnisismmitimsmimsiin <enter>

BXPOW L0 s siiciiniisninismninsisa i 2. Backup IPS server RAID configuration
Change “config”: .....cccovnieiiiiniiineniinnnns DCFAX

) 2 1 TSRS <enter>

BBl iR e e YES

PROBE i <enter>

6. Exit Routine.

AT PR O, cuvsnpovinssvassssvaeas prvaNs s s 9. Exit

§ 2 o L R RSP <enter>
BITOW X0 st e s 8. Exit
Press two e covainnisnnsnnnacacenters
SeleCt:...uvuiiiiiriiiieeriee e YES

o =<1 F <enter>

Remove the yellow RAID configuration disk and store in the plastic bag.

7. Reboot server.

8. Continue with section 3.7, page 20.

3.6.2

Other Servers

These instructions are only for production servers. For all domain controllers and fax
servers, see section 3.6.1, page 14.

When finished there should be four logical drives defined to the array and size speci-
fied in Table 3-2.

Table 3-2.—Logical Drives, Production Servers
ArrayID  Array Logical Size RAID

Size Drive Version
A 6450 MB A0 750 MB RAID S
Al 3450 MB RAID 5
A2 100MB RAID 5
B 2150 MB B0 2150 MB RAID 0
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1. Create RAID Arrays.
« Array A—This is for the top three drives only.
¥ AITOW 0! cossscsminnsissuiossussuiniini 3. Create disk array
, T 35 7T O SR <enter>
v Press “enter” on each of the top three drives only.
V Do not include the fourth drive at this point.
vV The top three drives respond “ONL-A” at this point
vV The bottom drive responds “ready” at this point.
« Array B—This is for the bottom drive only.
Y ATTOW 10 .o, 3. Create disk array
Vo OPress e <enter>
v Press “enter” on the bottom drive only.
V The three drives respond “ONL-A” when finished.
V The bottom drive responds “ONL-B” when finished.

2. Define Logical Drives—Define the top three of the four logical drives to array A
using “RAID-5,” the remaining (bottom) drive to array B, and all drives to the
size specified in Table 3-2.

o BIROW EO L sissovisnisscoissinmiissiissvsssmmisens 4. Define logical drive
o <enter>
« Confirm “A 6450” array: ..................... <enters>
+ Arrow toi.....ccceeiiieeiiccciiiieeeiiisieienne.. 1. BAID-5
o PresSi e <enter>
« Change logical partition to “750.”
o PEBRR s R R <enter>
» Verify change to “750.”
v ATTOW £0: v 2. Yes
v Pressi.iiiiiiiie <enter>
« Arrow to (stay on)i.......ccoeeiiieiiiiiinnnnn, 4. Define logical drive
s ) T <enter>
+ Confirm “A 6450” array: ........c............ <enter>
© ATTOW 0L ccnmnsnasisaasansyets RAIDS
LRI Cr <enter>
+ Change logical partition to “3450.”
R <enter>
- Verify change to “3450.”
v ATTOW £0: oo 2. Yes
VoOPress: .o <enter>
« Arrow to (stay on)i.......ccoccevvieiniriininens 4. Define logical drive
L <enter>

« Confirm “A 6450” array: .....................<enter>
ATTOW £0%.eiiiiiieiiiiieci i, 1. BAID-5
Pressiicicccccciiiiecciii e <EDEET>
Change logical partition to “100,” if not already that number.
o PTBBE L i s i st semsesnnsesnens SENEGYS
« Verify setting of (change to) “100.”
¥ ATPOW BO! covsssmmmmimnmnsnmmas 2l Yo8
v PI‘8352““.,......‘...............”..............<enter>
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o Arrow to (8taY on): ..vicccvirinisiissirirasasinne 4, Define logical drive
& PEBRE o nnvsiaaess Ve SR <enter>
+ Arrow to (change t0): ..........cceevereenenn.. B 2150
o Pressi..icceeee e <enter>

Y System automatically chooses “RAID-0.”
v PrOEB L mnvmsisiessiirie s <enter>
« Verify partition size of 2150.
. Press:.. erererrnnrrnsenerees <@ALEr>
+ Verify settmg of “2 150 "
v ATIOW DS ciisansssmansinsissssiii e, YOI
¥ PPOHEavminrniiissis st <enter>

v The screen displays the given information for each logical drive in
Table 3-2, plus the date created (current date), the current system
date, and status (OK).
¥ APTOW 107 s visuiissunsssanssissnssssisinsssssssansisios 8. Exit (exit to main menu)
TR = =71 LR <enter>

3. Initialize Logical Drives.

o ATTOW 0% oovviieieccreeecs e 5. Initialize/sync logical drive

o Pressi.cii e <enter>

% ATPOW t0tnwmmmiviasersvsnmsvsin 2. Initialize logical drive

o PPOBE i iaisissessintaiovinss <enter>

« Use arrow keys to highlight drive A0

o PreBS: e iereieesesseesssessessesnsssnsessrans <space bar> (select AQ)

. Use arrow keys to highlight drive Al

B PROREL s <space bar> (select Al)

« Use arrow keys to highlight drive A2

o PresfcmsmmsmanGimmnnnnnniies <space bar> (select A2)

» Use arrow keys to highlight drive BO

R 2 TR <space bar> (select BO)
vV All four logical drives should be highlighted.

v PreBB i R <enter>

« Confirm values:..........ccoeevevieeeviirecnnen. YES

v Wait about 20 minutes for all drives to initialize.
v The screen shows the information from Table 3-2, page 17, adding
the “percent intialized” as 100% for all logical drives.
R L T <enter>

4. Synchronize Logical Drives.
V' Only synchronize the three array A drives.
v Do not try to synchronize the single array B drive.
o AXPOW B0 assisimmmvinvimsisiisions ..3. Sync logical drive
s Pressica.a veerereen. <ENEET>
. Use arrow keys to hlghhght drlve AO
TR 5 o -1 RS RS RUNL BN S Se ) [ <space bar> (select AO)
. Use arrow keys to hlghhght drive Al.
. Press:.. s s < Space bars (gelect Al)
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Use arrow keys to highlight drive A2.

Press: ..ot <space bar> (select A2)
V' All three logical “A” drives should be highlighted.
v The “B” drive is not synchronized.

Pressi.. e <enter>
BBloal: i YES
d S L L P <enter>
Y Wait for synchronization of all drives (less than 15 minutes).
V' The screen shows the information from Table 3-2, page 17, adding
the “percent sychronized” as 100% for all logical drives.
ATTOW T0: siinssiiissvatimiimassssrerssl 4. Exit
DEOBAY . iiiiiiiimsnnrnnsamnsssnsnasusnosmpessaosstes <enter>

5. Backup RAID Configuration.

AT ON B0 ssovw s s s s o) 7. Advanced functions

PREBES v mississiisisssinivassidnadis <enter>

AYTOW 0% s siinaiisiiiniisinnisssensamnensaxpned 2. Backup IPS server RAID configuration
Change “config”: ......ccocooevvievmecreercnnnn. PROD

Press: et sre s <enter>

L) YES

PPEEES o mmisis <enter>

6. Exit routine.

ATTOW 00 vveiieiieciiieceeeceeeeeeee s e 9. Exit
Press: e <enter>
AYTOR B0 mmisnaenimrs s e 8. Exit
Press two times: ....cc.ccovevvvevvreeveeeennnn, <enter>
Select:..vioiiiiiieiieee e, YES
PreSS . e <enter>

Remove the yellow RAID configuration disk and store in the plastic bag.

7. Reboot server.

3.7

Hard Disk Preparation

1. Boot the server from the “warp boot” disk.

2. Use the 330 emergency disk for “disk 1.”

3. Partition the hard disk.

Domain Contollers, Fax Servers—

¢ AL [Assssnmmmnaannssime BD cenbers
Productions Servers—

v At [A\] veaneennens. FD330 <enter>

The program (FD or FD330) creates partitions as listed in Table 3-3
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Table 3-3,—Hard Drive Partitions

1. Boot Partition 2MB 2MB

2. C 748 MB 748 MB

3. D 3242 MB 3445 MB

4, E 100 MB 100 MB

5. F 200 MB 312 MB

6. G not applicable 1836 MB
3.8 CID

1. Boot server from the “warp boot” disk.

2. Use “330 CID install disk” for disk 1.

Type netname and press ENTER.

Figure 3-8. CID Software Installation: Enter Network Name

3. Enter the server’s network name when prompted (Figure 3-8).
v The machine begins installing after about a minute.
V' If there appear to be problems with the installation, contact Net-
workstation Design and Development at Washington Mutual by
telephone immediately.

4. When prompted by several beeps and the screen message “you may remove the
diskette now,” remove the disk.
V' The CID disk can now be used in another installation.

5. Continue the CID software install.
V' The installation continues for about 5 hours, rebooting several
times during the process.

« Do not touch the server until receiving the shutdown confirmation (Figure
3-9).
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Shutdown Confirmation

Are you sure you want to
9 shutdown?

All running programs
will be terminated.

Yes No

Figure 3-9. Shutdown Confirmation

6. Exit CID process—Figure 3-9 prompts for a shutdown confirmation.
« Select (single left click): .............coomnn...... Yes

Vv The machine goes through the “shutdown” procedure.
v Do not “power off” the machine.

3.9 File Changes and Updates
1. Open an 0S/2 command window.

2. Startup.ini file changes.
« Domain Controllers:
v At a command prompt: ........cd \ <enter>
copy startup.dc startup.ini <enter>
« Fax Servers:
v At a command prompt: ........ cd \ <enter>
copy startup.dc startup.ini <enter>
e startup.ini <enter>
v Find the “chase” and/or the “faxserver” line.
vV Use <ctrl>-<£> to start the search function.

v Remove the semi-colon from the start of the line. (Fax services will not
start if this is not done.)

v Save and exit the file.
« Production Servers:
v Not performed until actual on-site installation.

3. Change the server IP address and setting for router IP address.
Note the number on the monitor.
v When using the monitor number to start a command file, its refer-
ence in this document is “crtno.”
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+ At a command prompt: ................ vanstar crtno
This command file ¢:\vanstar.cmd (1) creates a copy of setup.cmd on the server

hard drive, (2) changes the server’s IP address to 167.145.131.crtno, (3) changes
the router IP address as 167.145.131.1, and (4) saves the changes to setup.cmd.

4. Validation Checks—The program vanstar.cmd checks the system. It displays
any errors found in red.
+ Resolve any errors posted before continuing.
+ Upon prompt, insert the “record keeping” disk to record the sucess of the
CID process.
v The “record keeping” disk is the black-colored disk with the “TXT”
label
+ Cross-check the documentation with the monitor information when dis-
played:
v Network name.
v Computer serial number.

5. Restart the server.
« Choose “shutdown.”
« When screen message prompts, press <alt>-<ctrl>-<dels.

6. Send e-mail announcing IP address change.

-0V o B o — &dsa
R 1 4 Server xxxSRV0O1l on IP n is ready for configuration
Where:

v xxxSRVO01 is the server network name.
v n is the monitor number used in step 3 to change the IP address.

7. Networkstation Design and Development does the following:
» Run these procedures on the server from a SystemView (reference 1) win-

dow:
v At a command prompt: .......cccoeu..n... resync <enter>
v Wait until net.acc quits growing.
v At a command prompt: ........ccceeuen.e. installbranch <enter>
v

copy c:\startup.srv
c:\startup.cmd

Reboot the server.

At a command prompt: ........cccueennennee. d:\ibmvndm2\nvdmcat
NVDMCAT tests the server.

. Send an e-mail:

v Send message to (route original message to NDD):
. vesnnneess &Vanstar

a =

v Message:................ Server xxxSRV01 has been configured and can be
boxed up.

8. Verify completion of preparation and testing of server.
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+ After the message “operating system missing, system halted” appears on the
monitor, check the e-mail for a message from NDD stating completion of all
preparation and testing of the server.

V' Wait for this message before continuing with process.

3.10 Asset Tags, Network Name Tags, Emergency Disks
| Network Name
Tag (attached to
top of bezel to the
right of the asset
Asset Tag tag)
(attached to
top of bezel
at far left)

Zip lock bag with
RAID configuration
disk and two red or
beige disks.
(attached to side
of server)

Figure 3-10. Asset Tag, Network Name Tag, and Disk Bag Placement

1. Place these tags on top of the server bezel:
Washington Mutual asset tag—On far left edge.
- Network name tag—Immediately to the right of the asset tag. Record this
server information on the network name tag:
v Network name.
v Serial number.
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2. Attach emergency disks.
« Place the following in a plastic ziplock bag:
v RAID configuration disk (yellow).
v Two red or beige disks.
+ Secure bag to side of server using double-sided tape.

3.1 Packing Instructions

1. Package for shipment to installation site using the Washington Mutual-supplied
stock:
« Server (with attached ziplock bag with RAID configuration disk and two red
or beige disks). Use packaging in which the server came.
+ MS-Word manual, one.
+» MS-Excel manual, one.
« 10 foot green patch cable(s), eight.

2. Label box with the network name of the server.
3. Do not pack the following:

« All documentation and disks that came with the server.
« 9-pin to UTP adapter.
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